# Split Generalized Variational Inequality and Mixed Equilibrium Problem 

Xuejiao Zi<br>Department of General Education, the College of Arts and Sciences, Yunnan Normal University, Kunming, Yunnan, China<br>zxj89530@aliyun.com

Keywords: Split Feasibility Problem; Generalized Variational Inequality; Mixed Equilibrium Problem; Strong Convergence


#### Abstract

In this article, a neo-iterated scheme is constructed to settle split generalized variational inequality and mixed equilibrium problem in two different Hilbert spaces. Under several mild conditions, the sequence produced of the proposed iterated algorithm converges strongly to solution of split generalized variational inequality and mixed equilibrium problem is proved. As application, we shall apply our result to reserach the split variational inequality problem and convex minimization problem. The results received in this paper enhance and generalize a number of recent relevant results.


## 1. Introduction

Suppose $W$ is a real Hilbert space, $Y$ is a closed convex non-empty subset of $W$. the problem of generalized variational inequality $(G V I)$ is to seek $c \in Y$ satisfies

$$
\begin{equation*}
\langle K c, t(d)-t(c)\rangle \geq 0, \forall t(d) \in Y \tag{1}
\end{equation*}
$$

Where $K: \mathscr{W} \rightarrow \mathcal{W}_{\text {be }}$ a non-linear opreator, $t: \mathscr{W} \rightarrow \mathscr{W}$ be a continuous operator. $G V I(K, t, Y)$ represents the solution set of (1).

If $t=I$, problem (1) simplified the variational inequality problem, which is considred to seek $c \in Y$ satisfies

$$
\begin{equation*}
\langle K c, d-c\rangle \geq 0, \forall d \in Y, \tag{2}
\end{equation*}
$$

$V I(K, Y)$ represents the solution set of (2).
Stampacchia [1] and Fichera [2] introduced Variational inequality theory, which furnishes the unified, natural, descent and valid structure for a ordinary treatment of a broad category of extraneous linear and non-linear problem proceed from transportations, elasticity, economics, engineering sciences, optimization and control theory, see for instance [3-8].

The mixed equilibrium problem ${ }^{(M E P)}$ is to seek $c \in Y$ satisfies

$$
\begin{equation*}
G(c, d)+\varphi(d)-\varphi(c) \geq 0, \quad \forall d \in Y \tag{3}
\end{equation*}
$$

Where $G: Y \times Y \rightarrow R$ is a nonlinear bifunction, $\varphi: Y \rightarrow R \cup\{+\infty\}$ is a function with $C \cap \operatorname{dom} \varphi \neq \varnothing . \operatorname{MEP}(G, \varphi)$ represents the solution of (3).

If $^{\varphi=0}$, the mixed equilibrium problem of (3) down to the equilibrium problem, which is to seek $c \in Y$ satisfies

$$
\begin{equation*}
G(c, d) \geq 0, \forall d \in Y \tag{4}
\end{equation*}
$$

$E P(G)$ represents the solution set of (4).

The mixed equilibrium problem covers serval significant problems arising in science optimization, economics, physics, engineering, structural analysis, transportation and network, It has been demonstrated that mathematical programming problems can be thinked of as a prticular accomplishment of the abstract equilibrium problems (e.g. [9,10]).

Recently, split feasibility problem ${ }^{(S F P)}$, which was first presented by Censor and Elfving [11], has been widely concerned due to its utilizations in diverse fields, for instance, computer tomograph, image restoration and radiation therapy treatment planning [12-14]. $S F P$ is considered the problem of seeking a point ${ }^{c}$ satisfies

$$
c \in Y \text { and } A c \in D,
$$

Where $Y$ and $D$ be closed convex nonempty subset of real Hilbert spaces $W_{1}$ and $W_{2}$ ,respectively. $A: W_{1} \rightarrow W_{2}$ is a linear operator with bounded.

After split feasibility problem appeared, many authors used its idea to study more generalized split feasibility problem, such as split equilibrium problem, split common fixed point problem, split variational inequality problem and so on, for details see [15-18].

In this article, we research following split generalized variational inequality and mixed equilibrium problem in two distrint Hilbert spaces: seek a point $c \in Y$ satisfies

$$
\begin{equation*}
c \in G V I(K, t, Y) \quad \text { and } \quad A c \in M E P(G, \varphi) \tag{5}
\end{equation*}
$$

We construct an iterated algorithm and obtain strong convergence theorem. The main results recived in this paper enhance and generalize a number of relevant result.

## 2. Preliminaries

The inner product denoted by $\langle\cdot \cdot \cdot\rangle$, the norm denoted by $\|\cdot\|$.
We call a mapping $T: Y \rightarrow X$
(a) monotone, if
$\langle T e-T d, e-d\rangle \geq 0, \quad \forall e, d \in Y ;$
(b) strongly monotone, if $\gamma>0$ satisfies
$\langle T e-T d, e-d\rangle \geq \gamma\|e-d\|^{2}, \quad \forall e, d \in Y$;
(c) $\varpi$-inverse strongly nonotone, if there is $\varpi>0$ such that
$\langle T e-T d, e-d\rangle \geq \varpi\|T e-T d\|^{2}, \quad \forall e, d \in Y$;
(d) $\sigma$-inverse strongly $t$-monotone, if thereis $\sigma>0$ and a nonlinear operator $t$ from $Y$ into itself such that
$\left\langle t(e)-t(d, T e-T d\rangle \geq \omega\|T e-T d\|^{2}, \quad \forall e, d \in Y ;\right.$
(e) L-Lipschitz continuous, if there exists a constant $\mathrm{L}>0$ such that $\|T e-T d\| \leq L\|e-d\|, \forall e, d \in Y$;
(f) firmly nonexpansive, if
$\langle T e-T d, e-d\rangle \geq\|T e-T d\|^{2}, \forall e, d \in C ;$
A multi-valued mapping $U: \mathcal{W}_{1} \rightarrow 2^{\mathscr{W}_{1}}$ is monotone, if $\forall e, d \in \mathcal{W}_{1}, \theta \in U e$ and $v \in U d$ satisfy $\langle e-d, \theta-v\rangle \geq 0$. A monotone mapping $U: \mathcal{W}_{1} \rightarrow 2^{W_{1}}$ is said to be maximal if the Graph(U) cannot be properly included in the graph of any other monotone mapping.

A monotone mapping U is called maximal iff $(e, \theta) \in \mathcal{W}_{1} \times \mathcal{W}_{1},\langle e-d, \theta-v\rangle \geq 0$, for each $(d, v) \in \operatorname{Graph}(\mathrm{U})$ implies that $\theta \in U e$ and a mapping $U$ is maximal $g_{\text {- monotone when and only }}$
when for $(e, u) \in \mathcal{W}_{1} \times \mathcal{W}_{1},\langle g(e)-g(d), u-v\rangle \geq 0$, for each $(d, v) \in \operatorname{Graph}(\mathrm{U})$ implies that $u \in U e$.
We suppose bifunction $G: Y \times Y \rightarrow R, \varphi$ and the set $Y$ satisfy the following conditions to solve mixed equilibrium problem (3):
(B1) $G(e, e)=0, \forall e \in Y$;
(B2) $G$ is monontone, i.e. $G(e, q)+G(q, e) \leq 0, \forall e, q \in Y$;
(B3) For all $e, q, \alpha \in Y, \lim _{t \downarrow_{0}} G(t \alpha+(1-t) e, q) \leq G(e, q)$;
(B4) For every $e \in Y$, the function $q \mapsto G(e, q)$ is convex and lower semi-continuous.
(C1) For every $e \in Y, \xi>0$, there is a subset with bounded $Y_{e} \subseteq Y$ and $q_{e} \in Y \cap \operatorname{dom} \varphi$ satisfies $G\left(e, q_{e}\right)+\varphi\left(q_{e}\right)+\frac{1}{\xi}\left\langle q_{e}-b, b-e\right\rangle \leq \varphi(b), \forall b \in Y \backslash Y$
(C2) $Y$ is a bounded set.
Lemma 2.1. ([19]) Suppose $G: Y \times Y \rightarrow R$ is a bifunction and satisfies the conditions (B1)-(B4), $\varphi: Y \rightarrow R \cup\{+\infty\}$ is a convex and lower semicontinuous proper function satisfying $Y \cap \operatorname{dom} \varphi \neq \varnothing$ . For $\xi>0, e \in Y$, define a operator $S: Y \rightarrow W$ as below:

$$
\begin{equation*}
S(e)=\left\{\alpha \in Y: G(e, q)+\varphi(q)+\frac{1}{\xi}\langle q-\alpha, \alpha-e\rangle \geq \varphi(\alpha), \forall q \in Y\right\} \tag{6}
\end{equation*}
$$

For every $e \in \mathcal{W}$. Suppose both (C1) and (C2) are true. Then the listed below conclusions hold:
(a) For every $e \in \mathcal{W}, S(e) \neq \varnothing$;
(b) $S$ is firmly nonexpansive;
(c) $S$ is single-valued;
(d) $F(S)=M E P(G, \varphi)$;
(e) $\operatorname{MEP}(G, \varphi)$ is convex and closed.

Lemma 2.2. ([20]) Suppose $T: W \rightarrow W$ is a nonexpansive mapping, then $T$ has the listed below properties:
(1) $\forall(e, d) \in \mathcal{W} \times \mathcal{W}$, we have

$$
\begin{align*}
& \langle(e-T e)-(d-T d), T d-T e\rangle \leq \frac{1}{2}\|(T e-e)-(T d-d)\|^{2},  \tag{7}\\
& \langle(T e-e)-(T d-d), d-e\rangle \leq-\frac{1}{2}\|(T e-e)-(T d-d)\|^{2}, \tag{8}
\end{align*}
$$

(2) $\forall(e, d) \in \mathcal{W} \times F i x(T)$, we have

$$
\begin{equation*}
\langle(e-T e), d-T e\rangle \leq \frac{1}{2}\|T e-e\|^{2} \tag{9}
\end{equation*}
$$

Lemma 2.3. ([21]) There are bounded sequences $\left\{e_{n}\right\},\left\{d_{n}\right\}$ in a Banach space $E$, let sequence $\left\{\zeta_{n}\right\} \in[0,1]$ satisfies $0<\liminf _{n \rightarrow \infty} \zeta_{n} \leq \limsup _{n \rightarrow \infty} \zeta_{n}<1$. Assume $e_{n+1}=\left(1-\zeta_{n}\right) d_{n}+\zeta_{n} e_{n}$ for every $n \geq 0$ and $\lim \sup _{n \rightarrow \infty}\left(\left\|d_{n+1}-d_{n}\right\|-\left\|e_{n+1}-e_{n}\right\|\right) \leq 0$. Then $\lim _{n \rightarrow \infty}\left\|d_{n}-e_{n}\right\|=0$.

Lemma 2.4. ([22]) Suppose sequence $\left\{\beta_{n}\right\}$ is nonnegative real numbers and satisfies
$\beta_{n+1} \leq\left(1-\varepsilon_{n}\right) \beta_{n}+\varepsilon_{n} \gamma_{n}$, here sequence $\left\{\varepsilon_{n}\right\} \in(0,1)$ and $\sum_{n=1}^{\infty} \varepsilon_{n}=\infty,\left\{\gamma_{n}\right\}$ is a sequence with $\limsup { }_{n \rightarrow \infty} \gamma_{n} \leq 0$ (or $\sum_{n=1}^{\infty}\left|\varepsilon_{n} \gamma_{n}\right|<\infty$ ). Then $\lim _{n \rightarrow \infty} \beta_{n}=0$.

Lemma 2.5. ([23]) Let $B_{r}(0):\{e \in E:\|e\| \leq r\}$ be a closed ball with center 0 and radius $r>0$ in uniformly convex Banach space $E$. For given arbitrarily sequence $\left\{e_{1}, e_{2}, \cdots, e_{n}, \cdots\right\} \subset B_{r}(0)$ and given arbitrarily number sequence $\left\{\mu_{1}, \mu_{2}, \cdots, \mu_{n}, \cdots\right\}$ such that $\mu_{i} \geq 0, \sum_{i=1}^{\infty} \mu_{i}=1$, then there is a convex and continuous strictly increasing function $h:[0,2 r) \rightarrow[0, \infty)$ with $h(0)=0$ such that for any $i, j \in N, i<j$ the below inequalty is true:

$$
\begin{equation*}
\left\|\sum_{n=1}^{\infty} \mu_{n} e_{n}\right\|^{2} \leq \sum_{n=1}^{\infty} \mu_{n}\left\|e_{n}\right\|^{2}-\mu_{i} \mu_{j} h\left(\left\|e_{i}-e_{j}\right\|\right) . \tag{10}
\end{equation*}
$$

Lemma 2.6.([24]) Suppose $S: Y \rightarrow Y$ be a nonexpansive mapping, then $I-S$ is demi-closed at zero, that is to say, for every sequence $\left\{e_{n}\right\}$ in $Y$. if $\left\{e_{n}\right\}$ converges weakly to $p \in Y$ and $\left\{(I-S) e_{n}\right\}$ converges strongly to 0 , then $(I-S) p=0$.

## 3. Main Results

In this part, we suppose the listed below conditions are met:
(1) Assume that $Y$ and $D$ be two closed convex and non-empty subsets of real Hilbert spaces $W_{1}$ and $W_{2}$, severally;
(2) $K: Y \rightarrow Y$ is an $\sigma_{\text {-inverse strongly }} t$-monotone mapping; $t: Y \rightarrow Y$ is a $\sigma_{\text {-strongly }}$ monotone and L-Lipschitz continuous mapping with $Y=R(t)$ (the range of $t$ ); $G: D \times D \rightarrow R$ is a bifunction; $A: X_{1} \rightarrow X_{2}$ is a linear and bounded operator, the adjoint operator of $A$ is $A^{*}$.
(3) $\lambda \in(0,2 \varpi), \sigma>L, \gamma \in\left(0, \frac{1}{M}\right)$, where $M$ is the spectral radius of $A A^{*}$.

Now, we present the main result as below:
Theorem 3.1. Let $\mathcal{W}_{1}, \mathcal{W}_{2}, Y, D, \lambda, \gamma, \alpha, L, M, G, A, t$ and $K$ be the same as above. Assume that $S$ is defined as in (6), $P_{Y}$ is a metric projection of $W_{1}$ onto $Y$. Let $\left\{e_{n}\right\},\left\{b_{n}\right\}$ and $\left\{d_{n}\right\}$ be the sequences defined by

$$
\left\{\begin{array}{l}
e_{1} \in Y, u \in Y,  \tag{11}\\
t\left(d_{n}\right)=P_{Y}\left(t\left(e_{n}\right)-\lambda K e_{n}\right), \\
b_{n}=P_{Y}\left(d_{n}+\gamma A^{*}(S-I)\left(A d_{n}\right)\right), \\
e_{n+1}=g_{n} u+l_{n} e_{n}+y_{n} b_{n} .
\end{array}\right.
$$

where $\left\{g_{n}\right\},\left\{l_{n}\right\},\left\{y_{n}\right\}$ satisfy the listed below conditions:
(i) $g_{n}+l_{n}+y_{n}=1$;
(ii) $\lim _{n \rightarrow \infty} g_{n}=0$;
(iii) $\sum_{n=0}^{\infty} g_{n}=\infty$;
(iv) $0<\liminf _{n \rightarrow \infty} l_{n} \leq \limsup \operatorname{sum}_{n \rightarrow \infty} l_{n}<1$.

If $\Omega \neq \varnothing$, where $\Omega=\{p: p \in G V I(K, t, Y), A p \in \operatorname{MEP}(G, \varphi)\}$, then $\left\{e_{n}\right\}$ converges strongly to $\hat{k}=P_{\Omega} u$.

Proof. Let us break the proof down into several steps.
Step 1. We will first prove that $\tilde{e} \in \mathcal{H}_{1}$ is a solution of $\operatorname{GVI}(K, t, Y) \Leftrightarrow$

$$
\begin{equation*}
t(\tilde{e})=P_{Y}(t(\tilde{e})-\lambda K \tilde{e}), \forall \lambda>0, \tag{12}
\end{equation*}
$$

By using the characteristic inequality of the projection, for any $d \in Y$, we have

$$
\begin{aligned}
\tilde{e} \in G V I(K, t, Y) & \Leftrightarrow\langle K \tilde{e}, t(d)-t(\tilde{e})\rangle \geq 0 \\
& \Leftrightarrow\langle\lambda K \tilde{e}, t(d)-t(\tilde{e})\rangle \geq 0 \\
& \Leftrightarrow\langle t(\tilde{e})-\lambda K \tilde{e}-t(\tilde{e}), t(d)-t(\tilde{e})\rangle \leq 0 \\
& \Leftrightarrow t(\tilde{e})=P_{Y}(t(\tilde{e})-\lambda K \tilde{e}) .
\end{aligned}
$$

Step 2. Showing $\|t(e)-\lambda K e-(t(d)-\lambda K d)\|^{2} \leq\|t(e)-t(d)\|^{2}+\lambda(\lambda-2 \varpi)\|K e-K d\|^{2}$.
In fact

$$
\begin{align*}
\|t(e)-\lambda K e-(t(d)-\lambda K d)\|^{2} & =\|t(e)-t(d)\|^{2}-2 \lambda\langle K e-K d, t(e)-t(d)\rangle+\lambda^{2}\|K e-K d\|^{2} \\
& \leq\|t(e)-t(d)\|^{2}-2 \varpi \lambda\|K e-K d\|^{2}+\lambda^{2}\|K e-K d\|^{2} \\
& =\|t(e)-t(d)\|^{2}+\lambda(\lambda-2 \varpi)\|K e-K d\|^{2} . \tag{13}
\end{align*}
$$

Next, we prove $\left\{e_{n}\right\}$ converges strongly to $\hat{b}=P_{\Omega} u$.
Step 3. We prove that $\left\|b_{n}-c\right\| \leq\left\|e_{n}-c\right\|$.
Let ${ }^{c \in \Omega}$, hence ${ }^{t(c)=P_{Y}(t(c)-\lambda K c)}$ by (12), further, it follows from Lemma2.1, $S A c=A c$.
By (13) and condition (3) we have

$$
\begin{align*}
\left\|t\left(d_{n}\right)-t(c)\right\|= & \left\|P_{Y}\left(t\left(e_{n}\right)-\lambda K\left(e_{n}\right)\right)-P_{Y}(t(c)-\lambda K c)\right\| \\
& \leq\left\|t\left(e_{n}\right)-\lambda K\left(e_{n}\right)-(t(c)-\lambda K c)\right\| \\
& \leq\left\|t\left(e_{n}\right)-t(c)\right\| \\
& \leq L\left\|e_{n}-c\right\|, \tag{14}
\end{align*}
$$

Since ${ }^{t}$ is $\sigma^{\text {-strongly monotone mapping, we get }}$

$$
\begin{aligned}
\sigma\left\|d_{n}-c\right\|^{2} & \leq\left\langle d_{n}-c, t\left(d_{n}\right)-t(c)\right\rangle \\
& \leq\left\|d_{n}-c\right\|\left\|t\left(d_{n}\right)-t(c)\right\|,
\end{aligned}
$$

So, by (14) and condition (3) we know

$$
\begin{align*}
\left\|d_{n}-c\right\| & \leq \frac{1}{\sigma}\left\|t\left(d_{n}\right)-t(c)\right\| \\
& \leq \frac{L}{\sigma}\left\|e_{n}-c\right\| \\
& \leq\left\|e_{n}-c\right\| . \tag{15}
\end{align*}
$$

It follows (11) that

$$
\begin{align*}
\left\|b_{n}-c\right\|^{2} & \leq\left\|d_{n}+\gamma A^{*}(S-I)\left(A d_{n}\right)-c\right\|^{2} \\
& =\left\|d_{n}-c\right\|^{2}+\gamma^{2}\left\|A^{*}(S-I)\left(A d_{n}\right)\right\|^{2}+2 \gamma\left\langle d_{n}-c, A^{*}(S-I)\left(A d_{n}\right)\right\rangle \tag{16}
\end{align*}
$$

On the other hand, we have

$$
\begin{align*}
\left\|A^{*}(S-I)\left(A d_{n}\right)\right\|^{2} & =\left\langle(S-I)\left(A d_{n}\right), A A^{*}(S-I)\left(A d_{n}\right)\right\rangle \\
& \leq M\left\|(S-I)\left(A d_{n}\right)\right\|^{2} \tag{17}
\end{align*}
$$

And from Lemma 2.2, we have

$$
\begin{align*}
\left\langle d_{n}-c, A^{*}(S-I)\left(A d_{n}\right)\right\rangle= & \left\langle A\left(d_{n}-c\right),(S-I)\left(A d_{n}\right)\right\rangle \\
& =\left\langle A\left(d_{n}-c\right)+(S-I)\left(A d_{n}\right)-(S-I)\left(A d_{n}\right),(S-I)\left(A d_{n}\right)\right\rangle \\
& =\left\langle S A d_{n}-A c,(S-I)\left(A d_{n}\right)\right\rangle-\left\|(S-I)\left(A d_{n}\right)\right\|^{2} \\
& \leq \frac{1}{2}\left\|(S-I)\left(A d_{n}\right)\right\|^{2}-\left\|(S-I)\left(A d_{n}\right)\right\|^{2}=-\frac{1}{2}\left\|(S-I)\left(A d_{n}\right)\right\|^{2}, \tag{18}
\end{align*}
$$

In view of (16), (17), (18) and condition (3) we derive

$$
\begin{align*}
\left\|b_{n}-c\right\|^{2} & \leq\left\|d_{n}-c\right\|^{2}+\gamma(M \gamma-1)\left\|(S-I)\left(A d_{n}\right)\right\|^{2} \\
& \leq\left\|d_{n}-c\right\|^{2} . \tag{19}
\end{align*}
$$

It follows (15) and (19), we get

$$
\begin{equation*}
\left\|b_{n}-c\right\|^{2} \leq\left\|d_{n}-c\right\|^{2} \leq\left\|e_{n}-c\right\|^{2} \tag{20}
\end{equation*}
$$

Step 4. We prove $\left\{e_{n}\right\}_{\text {is bounded. }}$
Since

$$
\begin{align*}
\left\|e_{n+1}-c\right\| & =\left\|g_{n} u+l_{n} e_{n}+y_{n} b_{n}-c\right\| \\
& \leq g_{n}\|u-c\|+l_{n}\left\|e_{n}-c\right\|+y_{n}\left\|b_{n}-c\right\| \\
& \leq g_{n}\|u-c\|+l_{n}\left\|e_{n}-c\right\|+y_{n}\left\|e_{n}-c\right\| \\
& =g_{n}\|u-c\|+\left(1-g_{n}\right)\left\|e_{n}-c\right\| \\
& \leq \max \left\{\|u-c\|,\left\|e_{n}-c\right\|\right\} \\
& \vdots \\
& \leq \max \left\{\|u-c\|,\left\|e_{0}-c\right\|\right\} \tag{21}
\end{align*}
$$

So, $\left\{e_{n}\right\}$ is bounded. Further $\left\{b_{n}\right\}$ and $\left\{t\left(d_{n}\right)\right\}$ are also bounded.
Step 5. We show that $\left\|b_{n}-b_{n-1}\right\| \leq\left\|e_{n}-e_{n-1}\right\|$.

$$
\begin{align*}
\left\|b_{n}-b_{n-1}\right\|^{2} & \leq\left\|d_{n}+\gamma A^{*}(S-I)\left(A d_{n}\right)-\left(d_{n-1}+\gamma A^{*}(S-I)\left(A d_{n-1}\right)\right)\right\|^{2} \\
& =\left\|d_{n}-d_{n-1}\right\|^{2}+\gamma^{2}\left\|A^{*}(S-I)\left(A d_{n}\right)-A^{*}(S-I)\left(A d_{n-1}\right)\right\|^{2} \\
& +2 \gamma\left\langle d_{n}-d_{n-1}, A^{*}(S-I)\left(A d_{n}\right)-A^{*}(S-I)\left(A d_{n-1}\right)\right\rangle, \tag{22}
\end{align*}
$$

Since

$$
\begin{align*}
&\left\|A^{*}(S-I)\left(A d_{n}\right)-A^{*}(S-I)\left(A d_{n-1}\right)\right\|^{2} \\
&=\left\langle(S-I)\left(A d_{n}\right)-(S-I)\left(A d_{n-1}\right), A A^{*}\left[(S-I)\left(A d_{n}\right)-(S-I)\left(A d_{n-1}\right)\right]\right\rangle \\
& \leq M\left\|(S-I)\left(A d_{n}\right)-(S-I)\left(A d_{n-1}\right)\right\|^{2}, \tag{23}
\end{align*}
$$

and by the Lemma 2.2, we get

$$
\begin{align*}
\left\langle d_{n}-d_{n-1},\right. & A^{*} \\
& \left.=\langle S-I)(A d)-A^{*}(S-I)\left(A d_{n-1}\right)\right\rangle \\
& \left.\leq-\frac{1}{2} \|(S-I)\left(A d_{n-1}\right),(S-I)\left(A d_{n}\right)-(S-I)\left(A d_{n-1}\right)\right\rangle  \tag{24}\\
& \left(A d_{n-1}\right) \|^{2} .
\end{align*}
$$

In view of (22), (23) and (24), we have

$$
\begin{aligned}
\left\|b_{n}-b_{n-1}\right\|^{2} & \leq\left\|d_{n}-d_{n-1}\right\|^{2}+\gamma(\gamma M-1)\left\|(S-I)\left(A d_{n}\right)-(S-I)\left(A d_{n-1}\right)\right\|^{2} \\
& \leq\left\|d_{n}-d_{n-1}\right\|^{2},
\end{aligned}
$$

$$
\begin{equation*}
\left\|b_{n}-b_{n-1}\right\| \leq\left\|d_{n}-d_{n-1}\right\| . \tag{25}
\end{equation*}
$$

Since ${ }^{g}$ is a $\sigma_{\text {-strongly monotone mapping, we have }}$

$$
\sigma\left\|d_{n}-d_{n-1}\right\|^{2} \leq\left\langle d_{n}-d_{n-1}, t\left(d_{n}\right)-t\left(d_{n-1}\right)\right\rangle \leq\left\|d_{n}-d_{n-1}\right\|\left\|t\left(d_{n}\right)-t\left(d_{n-1}\right)\right\| .
$$

Therefore, from (11), (12) and (13), we have

$$
\begin{align*}
\left\|d_{n}-d_{n-1}\right\| & \leq \frac{1}{\sigma}\left\|t\left(d_{n}\right)-t\left(d_{n-1}\right)\right\| \\
& =\frac{1}{\sigma}\left\|P_{Y}\left(t\left(e_{n}\right)-\lambda K e_{n}\right)-P_{Y}\left(t\left(e_{n-1}\right)-\lambda K e_{n-1}\right)\right\| \\
& \leq \frac{1}{\sigma}\left\|\left(t\left(e_{n}\right)-\lambda K e_{n}\right)-\left(t\left(e_{n-1}\right)-\lambda K e_{n-1}\right)\right\| \\
& \leq \frac{1}{\sigma}\left\|t\left(e_{n}\right)-t\left(e_{n-1}\right)\right\| \\
& \leq \frac{L}{\sigma}\left\|e_{n}-e_{n-1}\right\| \\
& \leq\left\|e_{n}-e_{n-1}\right\| \tag{26}
\end{align*}
$$

By (25) and (26) we know that

$$
\begin{equation*}
\left\|b_{n}-b_{n-1}\right\| \leq\left\|e_{n}-e_{n-1}\right\| . \tag{27}
\end{equation*}
$$

Step 6. We show that $\lim _{n \rightarrow \infty}\left\|e_{n+1}-e_{n}\right\|=0, \lim _{n \rightarrow \infty}\left\|b_{n}-e_{n}\right\|=0$ and $\lim _{n \rightarrow \infty}\left\|e_{n}-d_{n}\right\|=0$.
Let
$s_{n}=\frac{e_{n+1}-l_{n} e_{n}}{1-l_{n}}=\frac{g_{n} u+y_{n} b_{n}}{1-l_{n}}$,
This means that
$e_{n+1}=\left(1-l_{n}\right) s_{n}+l_{n} e_{n}$.
So, we obtain

$$
\begin{aligned}
s_{n+1}-s_{n} & =\frac{g_{n+1} u+y_{n+1} b_{n+1}}{1-l_{n+1}}-\frac{g_{n} u+y_{n} b_{n}}{1-l_{n}} \\
& =\left(\frac{g_{n+1}}{1-l_{n+1}}-\frac{g_{n}}{1-l_{n}}\right) u+\frac{y_{n+1}}{1-l_{n+1}}\left(b_{n+1}-b_{n}\right)+\left(\frac{y_{n+1}}{1-l_{n+1}}-\frac{y_{n}}{1-l_{n}}\right) b_{n} \\
& =\left(\frac{g_{n+1}}{1-l_{n+1}}-\frac{g_{n}}{1-l_{n}}\right) u+\frac{y_{n+1}}{1-l_{n+1}}\left(b_{n+1}-b_{n}\right)+\left(\frac{g_{n}}{1-l_{n}}-\frac{g_{n+1}}{1-l_{n+1}}\right) b_{n}
\end{aligned}
$$

From (27), we have

$$
\begin{aligned}
\left\|s_{n+1}-s_{n}\right\|-\left\|e_{n+1}-e_{n}\right\| & \leq\left|\frac{g_{n+1}}{1-l_{n+1}}-\frac{g_{n}}{1-l_{n}}\right|\|u\|+\left|\frac{y_{n+1}}{1-l_{n+1}}\right|\left\|b_{n+1}-b_{n}\right\| \\
& +\left|\frac{g_{n}}{1-l_{n}}-\frac{g_{n+1}}{1-l_{n+1}}\right|\left\|b_{n}\right\|-\left\|e_{n+1}-e_{n}\right\| \\
& =\left|\frac{g_{n+1}}{1-l_{n+1}}-\frac{g_{n}}{1-l_{n}}\right|\left(\|u\|+\left\|b_{n}\right\|\right)+\left|\frac{y_{n+1}}{1-l_{n+1}}\right|\left\|b_{n+1}-b_{n}\right\|-\left\|e_{n+1}-e_{n}\right\| \\
& \leq\left|\frac{g_{n+1}}{1-l_{n+1}}-\frac{g_{n}}{1-l_{n}}\right|\left(\|u\|+\left\|b_{n}\right\|\right)+\left|\frac{y_{n+1}}{1-l_{n+1} \mid}\right|\left\|e_{n+1}-e_{n}\right\|-\left\|e_{n+1}-e_{n}\right\| \\
& \leq\left|\frac{g_{n+1}}{1-l_{n+1}}-\frac{g_{n}}{1-l_{n}}\right|\left(\|u\|+\left\|b_{n}\right\|\right) .
\end{aligned}
$$

Since $\left\{b_{n}\right\}$ is bounded, it can be concluded from condition (ii) that $\limsup \operatorname{sim}_{n \rightarrow \infty}\left(\left\|s_{n+1}-s_{n}\right\|-\left\|e_{n+1}-e_{n}\right\|\right) \leq 0$, and by Lemma 2.3 and condition (iv), we get

$$
\lim _{n \rightarrow \infty}\left\|s_{n}-e_{n}\right\|=0
$$

So

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|e_{n+1}-e_{n}\right\|=\lim _{n \rightarrow \infty}\left(1-l_{n}\right)\left\|s_{n}-e_{n}\right\|=0 . \tag{28}
\end{equation*}
$$

In addition, we know that

$$
\begin{aligned}
y_{n}\left\|b_{n}-e_{n}\right\|-g_{n}\left\|u-e_{n}\right\| & \leq\left\|g_{n}\left(u-e_{n}\right)+y_{n}\left(b_{n}-e_{n}\right)\right\| \\
& =\left\|g_{n} u+y_{n} b_{n}+l_{n} e_{n}-e_{n}\right\| \\
& =\left\|e_{n+1}-e_{n}\right\|,
\end{aligned}
$$

And since $0<\liminf _{n \rightarrow \infty} l_{n} \leq \limsup _{n \rightarrow \infty} l_{n}<1, g_{n}+l_{n}+y_{n}=1$ and $\lim _{n \rightarrow \infty} g_{n}=0$, it is easy to know that $\lim _{n \rightarrow \infty} y_{n}<1$, so, we also have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|b_{n}-e_{n}\right\|=0 . \tag{29}
\end{equation*}
$$

Since

$$
\begin{aligned}
\left\|e_{n+1}-c\right\|^{2} & =\left\|g_{n} u+l_{n} e_{n}+y_{n} b_{n}-c\right\|^{2} \\
& \leq g_{n}\|u-c\|^{2}+l_{n}\left\|e_{n}-c\right\|^{2}+y_{n}\left\|b_{n}-c\right\|^{2} \\
& \leq g_{n}\|u-c\|^{2}+l_{n}\left\|e_{n}-c\right\|^{2}+y_{n}\left[\left\|d_{n}-c\right\|^{2}+\gamma(M \gamma-1)\left\|(S-I)\left(A d_{n}\right)\right\|^{2}\right] \\
& \leq g_{n}\|u-c\|^{2}+l_{n}\left\|e_{n}-c\right\|^{2}+y_{n}\left[\left\|e_{n}-c\right\|^{2}+\gamma(M \gamma-1)\left\|(S-I)\left(A d_{n}\right)\right\|^{2}\right] \\
& \leq g_{n}\|u-c\|^{2}+\left\|e_{n}-c\right\|^{2}+y_{n} \gamma(M \gamma-1)\left\|(S-I)\left(A d_{n}\right)\right\|^{2},
\end{aligned}
$$

Then

$$
\begin{aligned}
-y_{n} \gamma(M \gamma-1)\left\|(T-I)\left(A d_{n}\right)\right\|^{2} & \leq g_{n}\|u-c\|^{2}+\left\|e_{n}-c\right\|^{2}-\left\|e_{n+1}-c\right\|^{2} \\
& =g_{n}\|u-c\|^{2}+\left(\left\|e_{n}-c\right\|-\left\|e_{n+1}-c\right\|\right)\left(\left\|e_{n}-c\right\|+\left\|e_{n+1}-c\right\|\right) \\
& =g_{n}\|u-c\|^{2}+\left\|e_{n}-e_{n+1}\right\|\left(\left\|e_{n}-c\right\|+\left\|e_{n+1}-c\right\|\right) \rightarrow 0 \quad(n \rightarrow \infty),
\end{aligned}
$$

And

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|(S-I)\left(A d_{n}\right)\right\|^{2}=0, \tag{30}
\end{equation*}
$$

And

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|b_{n}-d_{n}\right\| \leq \lim _{n \rightarrow \infty}\left\|(S-I)\left(A d_{n}\right)\right\|^{2}=0 \tag{31}
\end{equation*}
$$

From (29) and (31) we know that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|e_{n}-d_{n}\right\|=0 \tag{32}
\end{equation*}
$$

Step 7. We prove that $\limsup \sin _{n \rightarrow \infty}\left\langle u-\hat{k}, e_{n}-\hat{k}\right\rangle \leq 0$, where $\hat{k}=P_{\Omega} u$.
Since $\left\{d_{n}\right\}$ is bounded, we have a subsequence $\left\{d_{n_{i}}\right\}$ of $\left\{d_{n}\right\}$ with $d_{n_{i}} \rightharpoonup d^{*}$. we hve $\left\{d_{n}\right\} \rightharpoonup d^{*}$ . by Opial property, then, $A d_{n} \rightharpoonup A d^{*}$. Hence, $A d^{*}=S A d^{*}$ by (30) and $S$ is demi-closed at zero, i.e. $A d^{*} \in \operatorname{MEP}(G, \varphi)$. From (29) and (32), we also have $\left\{b_{n}\right\} \rightharpoonup d^{*}$ and $\left\{e_{n}\right\} \rightharpoonup d^{*}$. Next, we prove that $d^{*} \in G V I(K, t, Y)$.

Set
$T(\theta)= \begin{cases}K \theta+N_{Y}(\theta) & \theta \in Y \\ \varnothing & \theta \notin Y\end{cases}$
Where $N_{Y}(\theta)$ is the normal cone of $Y$ at $\theta$. By [25] we get $T$ is maximal ${ }^{t}$-monotone. Suppose $(\theta, \mu) \in \operatorname{Graph}(T)$, by $\mu-K \theta \in N_{Y}(\theta)$ and $e_{n} \in Y$, we get $\left\langle t(\theta)-t\left(e_{n}\right), \mu-K \theta\right\rangle \geq 0$, then,

$$
\begin{equation*}
\left\langle t(\theta)-t\left(e_{n}\right), \lambda \mu-\lambda K \theta\right\rangle \geq 0 \tag{33}
\end{equation*}
$$

It follows
$t\left(d_{n}\right)=P_{Y}\left(t\left(e_{n}\right)-\lambda K e_{n}\right)$,
We know

$$
\begin{equation*}
\left\langle t(\theta)-t\left(d_{n}\right), t\left(d_{n}\right)-t\left(e_{n}\right)+\lambda K\left(e_{n}\right)\right\rangle \geq 0 . \tag{34}
\end{equation*}
$$

By (33), (34), we get

$$
\begin{align*}
\left\langle t(\theta)-t\left(e_{n_{i}}\right), \lambda \mu\right\rangle \geq & \left\langle t(\theta)-t\left(e_{n_{i}}\right), \lambda K v\right\rangle \\
& \geq\left\langle t(\theta)-t\left(e_{n_{i}}\right), \lambda K v\right\rangle-\left\langle t(\theta)-t\left(d_{n_{i}}\right), t\left(d_{n_{i}}\right)-t\left(e_{n_{i}}\right)+\lambda K\left(e_{n_{i}}\right)\right\rangle \\
& =\left\langle t(\theta)-t\left(e_{n_{i}}\right), \lambda K v\right\rangle-\left\langle t(\theta)-t\left(d_{n_{i}}\right), t\left(d_{n_{i}}\right)-t\left(e_{n_{i}}\right)\right\rangle \\
& -\left\langle t(\theta)-t\left(d_{n_{i}}\right), \lambda K\left(e_{n_{i}}\right)\right\rangle \\
& =\left\langle t(\theta)-t\left(e_{n_{i}}\right), \lambda K \theta-\lambda K\left(e_{n_{i}}\right)\right\rangle+\left\langle t(\theta)-t\left(e_{n_{i}}\right), \lambda K\left(e_{n_{i}}\right)\right\rangle \\
& -\left\langle t(\theta)-t\left(d_{n_{i}}\right), t\left(d_{n_{i}}\right)-t\left(e_{n_{i}}\right)\right\rangle-\left\langle t(\theta)-t\left(d_{n_{i}}\right), \lambda K\left(e_{n_{i}}\right)\right\rangle \\
& \geq-\left\langle t(\theta)-t\left(d_{n_{i}}\right), t\left(d_{n_{i}}\right)-t\left(e_{n_{i}}\right)\right\rangle+\left\langle t\left(d_{n_{i}}\right)-t\left(e_{n_{i}}\right), \lambda K\left(e_{n_{i}}\right)\right\rangle \\
& =-\left\langle t\left(d_{n_{i}}\right)-t\left(e_{n_{i}}\right), t(\theta)-t\left(d_{n_{i}}\right)+\lambda K\left(e_{n_{i}}\right)\right\rangle \\
& \geq-\left\|t\left(d_{n_{i}}\right)-t\left(e_{n_{i}}\right)\right\|\left\|t(\theta)-t\left(d_{n_{i}}\right)+\lambda K\left(e_{n_{i}}\right)\right\| \\
& \geq-L\left\|d_{n_{i}}-e_{n_{i}}\right\|\left\|t(\theta)-t\left(d_{n_{i}}\right)+\lambda K\left(e_{n_{i}}\right)\right\| \tag{35}
\end{align*}
$$

since $e^{e_{n_{i}}} \rightharpoonup d^{*}$, we have $t\left(e_{n_{i}}\right) \rightharpoonup t\left(d^{*}\right)$, and from (32), we infer that $\left\langle t(\theta)-t\left(d^{*}\right), \lambda \mu\right\rangle \geq 0$, let $i \rightarrow \infty$, so, $\left\langle t(\theta)-t\left(d^{*}\right), \mu-0\right\rangle \geq 0$. because $T$ is the maximal ${ }^{t}$-monotonicity, so $d^{*} \in T^{-1} 0$, and $d^{*} \in G V I(K, t, Y)$. Hence, $d^{*} \in \Omega$.

So,we obtain

$$
\begin{equation*}
\limsup p_{n \rightarrow \infty}\left\langle u-\hat{k}, e_{n}-\hat{k}\right\rangle=\lim _{i \rightarrow \infty}\left\langle u-\hat{k}, e_{n_{i}}-\hat{k}\right\rangle=\left\langle u-\hat{k}, d^{*}-\hat{k}\right\rangle \leq 0, \tag{36}
\end{equation*}
$$

Step 8. Now, we prove $\left\{e_{n}\right\}$ converges strongly to $\hat{k}$.

$$
\begin{aligned}
\left\|e_{n+1}-\hat{k}\right\|^{2} & =\left\langle g_{n} u+l_{n} e_{n}+y_{n} b_{n}-\hat{k}, e_{n+1}-\hat{k}\right\rangle \\
& =g_{n}\left\langle u-\hat{k}, e_{n+1}-\hat{k}\right\rangle+l_{n}\left\langle e_{n}-\hat{k}, e_{n+1}-\hat{k}\right\rangle+y_{n}\left\langle b_{n}-\hat{k}, e_{n+1}-\hat{k}\right\rangle \\
& \leq g_{n}\left\langle u-\hat{k}, e_{n+1}-\hat{k}\right\rangle+l_{n}\left\|e_{n}-\hat{k}\right\|\left\|e_{n+1}-\hat{k}\right\|+y_{n}\left\|b_{n}-\hat{k}\right\|\left\|e_{n+1}-\hat{k}\right\| \\
& \leq g_{n}\left\langle u-\hat{k}, e_{n+1}-\hat{k}\right\rangle+\frac{l_{n}}{2}\left(\left\|e_{n}-\hat{k}\right\|^{2}+\left\|e_{n+1}-\hat{k}\right\|^{2}\right)+\frac{y_{n}}{2}\left(\left\|b_{n}-\hat{k}\right\|^{2}+\left\|e_{n+1}-\hat{k}\right\|^{2}\right) \\
& \leq g_{n}\left\langle u-\hat{k}, e_{n+1}-\hat{k}\right\rangle+\frac{1-l_{n}}{2}\left(\left\|e_{n}-\hat{k}\right\|^{2}+\left\|e_{n+1}-\hat{k}\right\|^{2}\right) \\
& \leq g_{n}\left\langle u-\hat{k}, e_{n+1}-\hat{k}\right\rangle+\frac{1-g_{n}}{2}\left\|e_{n}-\hat{k}\right\|^{2}+\frac{1}{2}\left\|e_{n+1}-\hat{k}\right\|^{2},
\end{aligned}
$$

So

$$
\begin{equation*}
\left\|e_{n+1}-\hat{k}\right\|^{2} \leq\left(1-g_{n}\right)\left\|e_{n}-\hat{k}\right\|^{2}+2 g_{n}\left\langle u-\hat{k}, e_{n+1}-\hat{k}\right\rangle, \tag{37}
\end{equation*}
$$

It follow condition (ii), (iii), (36) and Lemma 2.4 we have $e_{n} \rightarrow \hat{k}, d_{n}$ and $b_{n}$ are strongly converge $\hat{k}$.

## 4. Applications

### 4.1 Application to A Convex Minimization Problem

It's common knowledge that mixed equilibrium problem (3) is simplified to the convex minimization problem ( $C M P$ ) when $G=0$. Hence, if $\mathcal{W}_{1}=W_{2}, Y=D, A=I, t=I, G=0, K=0$, we can use Theorem 3.1 to solve convex minimization problem: find $c \in Y$ satisfies $\varphi(d) \geq \varphi(c), \forall d \in Y$, and the listed below result can be directly deduced byTheorem 3.1.

Theorem 4.1. Suppose $Y$ be aclosde convex and non-empty subset of Hilbert space ${ }^{W_{1}}, S: \mathcal{W}_{1}$
$\rightarrow Y$ is defined as $S(e)=\left\{b \in C: \varphi(d)+\frac{1}{r}\langle d-b, b-e\rangle \geq \varphi(b), \forall d \in Y\right\}, \quad P_{Y}$ denotes metric projection of $W_{1}$ onto $Y, \gamma \in(0,1)$. Let $\left\{e_{n}\right\},\left\{b_{n}\right\}$ and $\left\{d_{n}\right\}$ be the sequences defined by

$$
\left\{\begin{array}{l}
e_{1} \in Y, u \in Y, \\
t\left(d_{n}\right)=P_{Y} e_{n} \\
b_{n}=P_{Y}\left((1-\gamma) d_{n}+\gamma S d_{n}\right), \\
e_{n+1}=g_{n} u+l_{n} e_{n}+y_{n} b_{n} .
\end{array}\right.
$$

where $\left\{g_{n}\right\},\left\{l_{n}\right\},\left\{y_{n}\right\}$ satisfy the listed below conditions:
(a) $g_{n}+l_{n}+y_{n}=1$;
(b) $\lim _{n \rightarrow \infty} g_{n}=0$;
(c) $\sum_{n=0}^{\infty} g_{n}=\infty$;
(d) $0<\liminf _{n \rightarrow \infty} l_{n} \leq \limsup { }_{n \rightarrow \infty} l_{n}<1$.

If $\Omega \neq \varnothing$, where $\Omega=\{p: p \in \operatorname{CMP}(\varphi)\}$, then $\left\{e_{n}\right\}$ converges strongly to $\hat{k}=P_{\Omega} u$.

### 4.2 Application to Split Variational Inequalilty

As is know to all that give a mapping $F: Y \rightarrow Y$, let $G(e, d)=\langle F e, d-e\rangle$ for all $e, d \in Y$. Then $c \in E P(G)$ iff $c \in Y$ is a solution of the variational inequality $\langle F e, d-e\rangle \geq 0$ for all $d \in Y$.

If $t=I, G(c, d)=\langle F c, d-c\rangle, \varphi=0$, then, split generalized variational inequality and mixed equilibrium problem proposed by us in this paper reduces to split variational inequality, i.e. find a point $c \in Y$ such that

$$
c \in V I(K, Y) \quad \text { and } \quad A c \in V I(F, D) .
$$

Where $K: Y \rightarrow Y, F: D \rightarrow D$ be two nonlinear mappings; $A: \mathcal{W}_{1} \rightarrow \mathcal{W}_{2}$ is a linear and bounded operator.

So, we can use Theorem 3.1 to solve split variation inequality problem and the listed below result can be acquired directly from Theorem 3.1.

Theorem 4.2. Assume that $Y$ and $D$ be two closed convex and non-empty subsets of real Hilbert spaces $W_{1}$ and $W_{2}$, severally, $K: Y \rightarrow Y$ is an $\varpi_{\text {-inverse strongly monotone mapping, }}$ $F: D \rightarrow D$ is a $\rho$-inverse strongly monotone mapping, $A: W_{1} \rightarrow X_{2}$ is a linear and bounded operator, the adjoint operator of $A$ is $A^{*}, \quad \lambda \in(0,2 \varpi), \sigma>L, \gamma \in\left(0, \frac{1}{M}\right)$, where $M$ represent the spectral radius of the operator $A A^{*}$, metric projection of $\mathcal{W}_{1}$ onto $Y$ is $P_{Y}$. Let $\left\{e_{n}\right\},\left\{b_{n}\right\}$ and $\left\{d_{n}\right\}$ be the sequences defined by

$$
\left\{\begin{array}{l}
e_{1} \in Y, u \in Y, \\
d_{n}=P_{Y}\left((I-\lambda K) e_{n}\right), \\
b_{n}=P_{Y}\left(d_{n}+\gamma A^{*}\left(P_{D}(I-\lambda F)-I\right) A d_{n}\right), \\
e_{n+1}=g_{n} u+l_{n} e_{n}+y_{n} b_{n} .
\end{array}\right.
$$

where $\left\{g_{n}\right\},\left\{l_{n}\right\},\left\{y_{n}\right\}$ satisfy the listed below conditions:
(a) $g_{n}+l_{n}+y_{n}=1$;
(b) $\lim _{n \rightarrow \infty} g_{n}=0$;
(c) $\sum_{n=0}^{\infty} g_{n}=\infty$;
(d) $0<\liminf _{n \rightarrow \infty} y_{n} \leq \limsup \sin _{n \rightarrow \infty} y_{n}<1$.

If $\Omega \neq \varnothing$, where $\Omega=\{p: p \in V I(K, Y), A p \in V I(F, D)\}$, then $\left\{e_{n}\right\}$ converges strongly to $\hat{k}=P_{\Omega} u$.
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